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Abstract

The interfacial area transport equation dynamically models two-phase flow regime transitions and predicts con-

tinuous changes of the interfacial area concentration along the flow field. It replaces the flow regime-dependent cor-

relations for the interfacial area concentration in thermal-hydraulic system analysis. In the present study, detailed

formulation of the interfacial area transport equation is presented along with its evaluation results based on the detailed

benchmark experiments. In view of model evaluation, the equation is simplified into one-dimensional steady state one-

group interfacial area transport equation. The prediction made by model agrees well with the experimental data ob-

tained in round pipes of various diameters. The framework for the two-group transport equation and the necessary

constitutive relations are also presented in view of bubble transport of various sizes and shapes. � 2002 Elsevier

Science Ltd. All rights reserved.

Keywords: Interfacial area transport equation; Number transport; Void fraction transport; One-group transport; Two-group

transport; Two-fluid model

1. Introduction

In predicting the thermal-hydraulic behavior of the

two-phase flow, the interfacial structure is one of the

most important parameters, since all the transfers of

mass, momentum and energy between phases occur at

the interface. In the two-fluid model [1–3], these inter-

facial terms are represented in the conservation equa-

tions of mass, momentum and energy, which are solved

for each phase. As a result, the two-fluid model has the

capacity to predict detailed phasic interactions, which is

not possible with more simplified mixture models.

However, for the two-fluid model to be valid, the in-

terfacial interaction terms must be accurate, since

without them, the two phases are virtually independent.

Simply, the interaction terms determine the degree of

coupling between the phases. In view of practical ap-

plications, Ishii and Mishima [4,5] simplified the two-

fluid model equations of mass, momentum and energy

as

oakqk

ot
þr � ðakqkvkÞ ¼ Ck ; ð1Þ

oakqkvk
ot

þr � ðakqkvkvkÞ

¼ �akrpk þr � akðs þ stkÞ þ akqkg

þ vkiCk þMki �rak � si; ð2Þ

oakqkHk

ot
þr � ðakqkHkvkÞ

¼ �r � akðqk þ qtkÞ þ ak
Dk

Dt
pk þ HkiCk

þ q00ki
Ls

þ /k ; ð3Þ

where Ck , Mki, si, q00ki and /k are the mass generation,

generalized interfacial drag, interfacial shear stress,

interfacial heat flux and dissipation, respectively. The

subscript i denotes the value at the interface. The term Ls
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denotes the length scale at the interface, so that 1=Ls has
the physical meaning of the interfacial area per unit

mixture volume [2]

1

Ls
¼ ai: ð4Þ

In Eqs. (1)–(3), the generation of mass per unit vol-

ume, the generalized drag force per unit volume and the

interfacial energy transfer per unit volume constitute the

interfacial transfer terms and are modeled [2,4,5], re-

spectively, as

Ck 	 aimk ; ð5Þ

Mid ¼
adFD
Bd

þ adFV
Bd

þ 9
2

ad
rd

ffiffiffiffiffiffiffiffiffiffi
qclm

p

r



Z
t

Dd
Dn

ðvd � vcÞ
dnffiffiffiffiffiffiffiffiffiffi
t � n

p ; ð6Þ

CkHki þ
q00ki
Ls

¼ ai mkHki½ þ hki Tið � TkÞ: ð7Þ

In Eqs. (5) and (6), mk ;FD; Bd; FV, and lm are the
mean mass transfer rate, standard drag force, volume of

a typical dispersed fluid particle, virtual mass force and

mixture viscosity, respectively. With the last term in the

RHS of Eq. (6) being the Basset force, the interfacial

transfer term due to the standard drag can be written in

terms of interfacial area concentration [4,5] such that

adFD
Bd

¼ �ai
CD
4

rsm
rD

� �
qcvr vrj j
2

� �
: ð8Þ

The interfacial energy transfer term, q00ki can be

modeled using the driving force or the potential for an

energy transfer. Hence, in Eq. (7), Ti and Tk are the
temperature at the interface and the bulk temperature

based on the mean enthalpy, and hki is the interfacial
heat transfer coefficient.

As shown in Eqs. (5)–(8), the phasic interaction terms

are expressed in terms of interfacial area concentration

and the driving force such that

ðInterfacial transfer termÞ � ai 
 ðDriving forceÞ: ð9Þ

Therefore, an accurate closure relation for the interfacial

area concentration must be provided in order for the

two-fluid model to predict the behavior of two-phase

flow.

Traditionally, the effects of interface structure have

been analyzed using flow regimes and transition criteria

[4–7]. However, this approach does not dynamically

represent the changes in interfacial structure. Such an

approach, which is currently implemented in most two-

fluid thermal-hydraulic system analysis codes, can lead to

Nomenclature

Ai average surface area of fluid particles

ai interfacial area concentration

Bd volume of a typical dispersed fluid particle

Db bubble diameter

Ddmax maximum distorted bubble limit

De volume equivalent diameter

Ds surface area equivalent diameter

Dsm bubble Sauter mean diameter

FD standard drag force

FV virtual mass force

f fluid particle number density distribution

function per unit mixture and bubble vol-

ume

hki interfacial heat transfer coefficient

Ls length scale

Mki generalized interfacial drag

mk mean mass transfer rate

nðx; tÞ total number of particles of all sizes per unit

mixture volume

q00ki interfacial heat flux

Rj jth particle number source/sink rates per

unit mixture volume

Sj jth particle source/sink rates per unit mix-

ture volume

Ti temperature at the interface

Tk bulk temperature

t time

V fluid particle volume

v fluid particle velocity

vi interfacial velocity

vpm average local particle velocity weighted by

the particle number

Greek symbols

a void fraction

gph rate of volume generated by nucleation per

unit mixture volume

/j jth interfacial area source or sink rate

/k heat dissipation rate

Ck mass generation rate

lm mixture viscosity

si interfacial shear stress

Subscripts

f liquid

g gas

i interface

ph phase change

3112 M. Ishii et al. / International Journal of Heat and Mass Transfer 45 (2002) 3111–3123



instantaneous changes in flow regime. Instantaneous

changes in flow regime not only induce non-physical

oscillations in system behavior but can also limit the code

accuracy. Therefore, improvements in the treatment of

interfacial structure and flow regime transition are in-

dispensable in the improvement of the code prediction.

To better represent the effects of interfacial structure

and the flow regime transition, the use of the first-order

equation to characterize the interfacial area transport

has been recommended [4,5]. In view of this, Koc-

amustafaogullari and Ishii [8] established the foundation

of the interfacial area transport equation by employing

the population balance approach suggested by Reyes [9].

It was followed by the formulation of the preliminary

interfacial area transport equation for the bubbly flow

by Wu et al. [10], where the source and sink terms were

established through mechanistic modeling of bubble

interaction phenomena in the bubbly flow regime. Re-

cently, the model has been improved by Kim [11] by

analyzing the experimental data in a wide range of

bubbly flow.

2. Interfacial area transport equation

The foundation of the interfacial area transport

equation stems from the Boltzmann transport equation,

where the equation is expressed as an integro-differential

equation of the particle distribution function. Letting

f ðV ; x; v; tÞ be the particle number density distribution
function per unit mixture and bubble volume, which is

assumed to be continuous and specifies the probable

number density of fluid particles moving with particle

velocity v, at a given time t, in the spatial range dx about
a position x, with particle volumes between V and

V þ dV , we can write

f ðV þ dV ; xþ vdt; vþ Fdt; t þ dtÞdl � f ðV ; x; v; tÞdl

¼
X
j

Sj

"
þ Sph

#
dldt; ð10Þ

where dl is a volume element in l space and FðV ; x; v; tÞ
is the force per unit mass. The Sj and Sph are the particle
source/sink rates per unit mixture volume due to jth

particle interactions such as break-up or coalescence and

the source rate due to phase change, respectively. In Eq.

(10), if we assume that the change of particle velocity

within the time interval t to t þ dt is negligible, then the
distribution function can be approximated as a function

of f ðV ; x; tÞ, and the equation reduces to

of
ot

þr � ðf vÞ þ o

oV
f
dV
dt

� �
¼
X
j

Sj þ Sph: ð11Þ

Eq. (11) is analogous to Boltzmann transport equation

for particles whose distribution is specified by the dis-

tribution function f ðV ; x; tÞ with sources and sinks fur-
nished by Sj’s.

2.1. Number transport equation

Since the particle transport equation given by (11) is

much too detailed to be employed in practice, it should

be averaged over all particle sizes for practical applica-

tion. Therefore, integrating it over the volume of all sizes

of particles from Vmin to Vmax, the number transport
equation for the fluid particle is obtained as

on
ot

þr � ðnvpmÞ ¼
X
j

Rj þ Rph; ð12Þ

where

nðx; tÞ ¼
Z Vmax

Vmin

f ðV ; x; tÞdV

and

Rðx; tÞ ¼
Z Vmax

Vmin

SðV ; x; tÞdV : ð13Þ

Here, nðx; tÞ is the total number of particles of all sizes
per unit mixture volume, and vpm is the average local par-
ticle velocity weighted by the particle number defined by

vpm x; tð Þ 	
R Vmax
Vmin

f ðV ; x; tÞvðV ; x; tÞdVR Vmax
Vmin

f ðV ; x; tÞdV
: ð14Þ

2.2. Void fraction transport equation

The volumetric fraction (or void fraction) transport

equation can be obtained in a similar manner. Multi-

plying Eq. (11) by particle volume V, and integrating it

over the volumes of all particles, we obtain

oa
ot

þr � ðavgÞ þ
Z Vmax

Vmin

V
oðf _VV Þ
oV

dV

¼
Z Vmax

Vmin

X
j

SjV

"
þ SphV

#
dV ; ð15Þ

where _VV denotes dV =dt, and the void fraction and the
average velocity of center of volume of the gas phase are

given by

aðx; tÞ ¼
Z Vmax

Vmin

f ðV ; x; tÞV dV ; ð16Þ

and

vgðx; tÞ 	
R Vmax
Vmin

f ðV ; x; tÞV vðV ; x; tÞdVR Vmax
Vmin

f ðV ; x; tÞV dV
; ð17Þ

respectively.
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Here, in solving the third term in the LHS of Eq. (15),

we may assume

_VV
V

6¼ f ðV Þ; ð18Þ

such that the time rate of change of the particle volume

is independent of its volume. Then, the third term in the

LHS of Eq. (15) reduces to

Z Vmax

Vmin

V
oðf _VV Þ
oV

dV ¼ �
_VV
V

 !
aðx; tÞ: ð19Þ

In Eq. (19), ð _VV =V Þ is the volume source, representing the
total rate of change of particle volume V. Hence, re-

calling that the total mass transfer by evaporation is

given by

dqgV

dt
¼

ðCg � gphqgÞV
a

; ð20Þ

where Cg is the total rate of change of mass per unit
mixture volume and gph is the rate of volume generated
by nucleation per unit mixture volume, defined by

gph 	
Z Vmax

Vmin

SphV dV ; ð21Þ

we obtain

1

V
dV
dt

¼ 1

qg

Cg � gphqg
a

�
�
dqg
dt

�

¼ 1
a

oa
ot

�
þr � avg � gph

�
: ð22Þ

Therefore, the void fraction transport equation is given

by

oa
ot

þr � ðavgÞ �
a
qg

Cg � gphqg
a

�
�
dqg
dt

�

¼
Z Vmax

Vmin

X
j

SjV

"
þ SphV

#
dV ; ð23Þ

or

1

qg

oaqg
ot

�
þr � ðaqgvgÞ � Cg

�

¼
Z Vmax

Vmin

X
j

SjV dV : ð24Þ

Here, note that the LHS of Eq. (24) corresponds to the

continuity equation of gas phase, and the right-hand

side identically equals to zero. Thus, the void fraction

transport equation results in the following identities:

oaqg
ot

þr � ðaqgvgÞ � Cg ¼ 0;

gas-phase mass conservation; and ð25Þ

Z Vmax

Vmin

X
j

SjV dV ¼ 0;

volume conservation in bubble coalescence

or break-up: ð26Þ

2.3. Interfacial area concentration transport equation

The transport equation for the interfacial area con-

centration is obtained by multiplying Eq. (11) by the

average interfacial area of particles AiðV Þ, with volume
V, which is independent of the coordinate system. In-

tegrating the result over the volume of all particles, we

obtain

oai
ot

þr � ðaiviÞ �
_VV
V

 !Z Vmax

Vmin

fV dAi

¼
Z Vmax

Vmin

X
j

Sj

"
þ Sph

#
Ai dV ; ð27Þ

where

ai x; tð Þ ¼
Z Vmax

Vmin

f ðV ; x; tÞAiðV ÞdV ð28Þ

and

viðx; tÞ 	
R Vmax
Vmin

f ðV ; x; tÞAiðV ÞvðV ; x; tÞdVR Vmax
Vmin

f ðV ; x; tÞAiðV ÞdV
: ð29Þ

Here, aiðx; tÞ and viðx; tÞ are the average interfacial area
concentration of all fluid particles of volumes between

Vmin and Vmax and the interfacial velocity, respectively.
By defining the volume and surface area equivalent

diameters of fluid particle of volume V as

V 	 p
6
D3e ð30Þ

and

Ai 	 pD2s ; ð31Þ

respectively, and combining them with Eq. (27), yields

oai
ot

þr � ðaiviÞ �
2

3

_VV
V

 !
ai

¼
Z Vmax

Vmin

X
j

Sj

"
þ Sph

#
Ai dV : ð32Þ

Therefore, recalling Eq. (22), the interfacial area trans-

port equation is given by

oai
ot

þr � ðaiviÞ ¼
2

3

ai
a

� � oa
ot

�
þr � avg � gph

�

þ
Z Vmax

Vmin

X
j

Sj

"
þ Sph

#
Ai dV ; ð33Þ

where the right-hand side of the equation represents the

source and sink due to the change of particle volume,
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and those due to the particle interactions and phase

change, respectively.

As can be seen in Eq. (33), however, the source/sink

terms must be specified with constitutive relations. There-

fore, let the particle number source and sink terms and

the ai source and sink terms be denoted, respectively, asZ Vmax

Vmin

X
j

Sj dV ¼
X
j

Rj ð34Þ

andZ Vmax

Vmin

X
j

SjAi dV ¼
X
j

/j: ð35Þ

Since /j can be written in terms of the change of surface

area of the fluid particle after the given particle inter-

action process, it can be expressed as

/j ¼ RjDAi: ð36Þ

Here, DAi is the magnitude of the change in surface area
and should account for the given bubble interaction

mechanism; i.e., whether it is a break-up process or a

coalescence process.

In view of specifying the DAi, we may consider the
coalescence and break-up processes as illustrated in

Fig. 1. Since the total volume of the particles should be

conserved, assigning the subscripts 1 and 2 for the bub-

bles of small and large volumes, respectively, we have

2V1 ¼ V2 or D2 ¼ 21=3D1; ð37Þ

such that the change of surface area after a coalescence

or a break-up process is given, respectively, by

DAi ¼ �0:413Ai for a coalescence process and ð38Þ

DAi ¼ 0:260Ai for a break-up process; ð39Þ

where Ai is the (total amount of) initial surface area of the
particle(s) subject to the given particle interaction, and

the minus sign accounts for the reduction of surface area

compared to the initial surface area. Here, the negative

sign in Eq. (38) accounts for the reduction in the bubble

surface area after the given interaction process.

Furthermore, since the particle number density can

be specified through ai and a by

ai ¼ nAi and a ¼ nV ; ð40Þ
the particle number density can be written as

n ¼ w
a3i
a2

ð41Þ

with

w ¼ 1

36p
Dsm
De

� �3
; ð42Þ

where the Sauter mean diameter is defined by

Dsm ¼ 6a
ai

: ð43Þ

Therefore, /j is given by

/j ¼
1

3w
a
ai

� �2
Rj; ð44Þ

and similarly, the nucleation source /ph, can be given by

/ph ¼ pD2bcRph; ð45Þ

where Dbc is the critical bubble size, which should be
determined depending on the given nucleation process,

namely, critical cavity size for the bulk boiling or con-

densation process, and bubble departure size for the wall

nucleation. The Rph should be modeled independently
based on the given phase-changing mechanism, such as

nucleation or condensation. Thus, combining with the

constitutive relations given above, we can rewrite the

interfacial area transport equation as

oai
ot

þr � ðaiviÞ ¼
2

3

ai
a

� � oa
ot

�
þr � avg � gph

�

þ 1

3w
a
ai

� �2X
j

Rj þ pDbcRph: ð46Þ

2.4. One-group interfacial area transport equation

In view of small bubble transport, where all the

bubbles are approximated as spherical in shape, the

bubble Sauter mean diameter is approximately equal to

the volume equivalent diameter. Therefore, w defined in
Eq. (42) reduces to

w ¼ 1

36p
¼ 8:85
 10�3 ð47Þ

and the nucleation source, gph, can be written as

gph 	
Z Vmax

Vmin

SphV dV � Rph
p
6
D3bc: ð48ÞFig. 1. Illustration of the (a) bubble coalescence and (b) dis-

integration processes.
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Furthermore, noting that the critical bubble size due to

the nucleation is much smaller than the bubble Sauter

mean diameter, the following simplification can be made

Dbc
Dsm

� �
� 0: ð49Þ

Therefore, the interfacial area transport equation for

dispersed bubbles (or one-group interfacial area trans-

port equation) can be reduced further from Eq. (46) to

oai
ot

þr � ðaiviÞ �
2

3

ai
a

� � oa
ot

�
þr � avg

�

þ 1

3w
a
ai

� �2X
j

Rj þ pD2bcRph: ð50Þ

Here, the one-group is to note the fact that, in this re-

gime, the transport phenomena of all the dispersed fluid

particles are similar in view of drag and interaction

mechanisms. In order to account for the various sizes of

bubbles, such as cap or Taylor bubbles, a two-group

approach should be sought as will be discussed later in

Section 4 of the present study.

As shown in Eq. (50), the right-hand side of the

equation is constituted with source/sink terms that must

be specified by the constitutive relations. In view of this,

the major fluid particle interaction mechanisms were

identified and mechanistic models of the three major

mechanisms that occur in bubbly flow conditions have

been established [8,10,11]. In bubbly flow conditions,

they include:

• Disintegration due to the impact of turbulent eddies

(TI),

• Coalescence through random collision driven by tur-

bulent eddies (RC), and

• Coalescence due to the acceleration of the following

bubble in the wake of the preceding bubble (WE).

The schematic illustrations of these mechanisms are

shown in Fig. 2. Final expressions for the particle

number source or sink terms due to such mechanisms

are given by [10,11]

RTI ¼ CTI
nut
Db

� �
exp

�
� Wecr

We

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Wecr

We

r
;

where We > Wecr: TIðSourceÞ; ð51Þ

RRC ¼ CRC
n2utD2b

a1=3maxða1=3max � a1=3Þ

" #


 1

�
� exp

�
� C

a1=3maxa
1=3

a1=3max � a1=3

��
: RCðSinkÞ ð52Þ

and

RWE ¼ CWEC
1=3
D ðDbÞn2D2burðDbÞ: WEðSinkÞ: ð53Þ

Here, Db, Wecr, amax; and CD are the bubble diameter,
critical Weber number over which the bubble break-up

occurs, maximum packing limit, and drag coefficient,

respectively, and CTI, CRC, C and CWE are the coefficients
to be determined through experiment. In the scope of

the present study, detailed modeling processes are

omitted, and the readers are asked to refer to the pre-

vious studies by Wu et al. [10] and Kim [11].

3. Model evaluation

3.1. One-dimensional steady state one-group interfacial

area transport equation

In order to formulate the interfacial area transport

equation so that it applies to the conditions of various

two-phase flow regimes, the model must account for

various types of bubbles varying in both size and shape.

These bubble types depend on both the flow conditions

and the geometry of the flow duct. In most two-phase

flow conditions, these include; spherical, distorted, cap,

Taylor and churn-turbulent bubbles. The differences in

shape and size of such bubbles cause substantial differ-

ences in their transport mechanisms due to the differences

Fig. 2. Major bubble interaction mechanisms in bubbly flow (group 1) conditions.
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in drag forces. Hence, in view of different transport

characteristics, the bubbles can be categorized into two

groups, namely; group 1 for spherical and distorted

bubbles and group 2 for cap, Taylor and churn-turbulent

bubbles. Thus, two sets of interfacial area transport

equation should be formulated in order to describe par-

ticle transport phenomena over the wide range of two-

phase flow conditions. In the present study, however, the

experimental database on group 2 bubble transport is yet

to be sufficient. Therefore, the focus is only on the one-

group interfacial area transport equation for bubbly flow

and the model evaluation is performed using the avail-

able database for bubbly flow conditions.

The one-group interfacial area transport equation

can be obtained by combining Eq. (50) with the source

and sinks terms given by Eqs. (51)–(53). In the present

evaluation study, the equation and the local experi-

mental data are spatially averaged over the tube cross-

sectional area to simplify the evaluation process. This

process assumes all parameters exhibit nearly uniform

profiles along the radial direction, which was found to

be consistent with the experimental data in most flow

conditions. Hence, the covariance terms in the averaging

process are neglected. This assumption was found to be

consistent with the data. Also, accounting for the fact

that the experiments were performed under adiabatic

air/water two-phase conditions, the nucleation source

term, Rph, was omitted from the model. Furthermore,

noting from the experimental data that the bubble size

across the flow duct at a given axial level was nearly

uniform in bubbly flow conditions, the ai weighted
bubble interfacial velocity was approximated as

hhviii 	
haivii
haii

� havgi
hai ¼ hhvgii: ð54Þ

Hence, assuming that there is no radial dependence in

fluid properties and the ideal gas law is valid, the steady-

state one-dimensional one-group interfacial area trans-

port equation for adiabatic bubbly flow can be obtained

as

o

oz
haiihhvgii
� �

¼ 2haiihhvgii
3p

� ��
� op

oz

�
þ CTI

1

18

haii2

hai huti
 !



ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Wecr

We

r
exp

�
� Wecr

We

�
� CRC

1

3p


 haii2huti
hai1=3maxðhai

1=3
max � hai1=3Þ


 1

"
� exp

 
� C

hai1=3maxhai
1=3

hai1=3max � hai1=3

!#

� CWEC
1=3
D

1

3p
haii2huri: ð55Þ

where the left-hand side of the equation represents the

change of interfacial area concentration along the axial

direction, and the right-hand side is composed of source

due to bubble expansion by pressure drop (XP), source

due to turbulent impact bubble break-up (TI), sink due

to bubble coalescence through random collision induced

by turbulent eddies (RC) and sink due to coalescence in

the wake region of the preceding bubble (WE), respec-

tively.

3.2. Experimental conditions

In the present study, the model is evaluated with the

experimental data acquired within the bubbly flow

conditions in various sizes of round tubes. The adiabatic

air–water vertical co-current loop is constructed from

round acrylic tubes of three different sizes as shown in

Fig. 3. The two-phase mixture is generated by injecting

air into the test section through a sparger. In the present

design, the bubble size at the inlet of the test section is

controlled by fixing the liquid flow rate (jf1) that shears
the bubbles off from the sparger. The total liquid flow

rate is then controlled by varying the main liquid line

(jf2). This mechanism allows the inlet bubble size to be

uniform, such that the bubble size at the inlet is con-

trolled to be approximately 1–2 mm in diameter.

The detailed local time-averaged two-phase flow pa-

rameters are acquired using the state-of-the-art minia-

turized double-sensor conductivity probe at three

different axial levels. At each level, the probe is traversed

along the radial direction at a constant increment. The

increment is varied depending on the measurement lo-

cation and the tube size. The finest control possible is an

increment of 1.27 mm. In acquiring the local data,

thousands of bubbles were sampled at one local point,

such that the measurement error associated with the

conductivity probe can be minimized within �10% [12,

13]. The experimental conditions and the flow conditions

presented in the paper are summarized in Fig. 4, where

the solid line in the figure represents the boundary be-

tween the bubbly and the slug flow regimes suggested by

Mishima and Ishii [14].

In order to evaluate the model with experimental

data, the adjustable coefficients in the model must be

specified. In the present study, the coefficients are de-

termined using the given experimental conditions, such

as liquid superficial velocity, gas superficial velocity, and

void fraction. For example, in highly turbulent flow

conditions, the turbulent break-up (TI) and the random

collision (RC) coalescence mechanisms are assumed to

be dominant, whereas in low liquid flow with high void

fraction, the dominant mechanism is assumed to be the

wake-entrainment (WE). Furthermore, the constant C in

the RC, which accounts for the effective range of influ-

ence of turbulent eddies in driving bubbles to collisions,
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is assumed to be 3.0. In estimating the critical Weber

number, the value was varied from 2.3 to 8.0, based on

the previous studies [15,16]. The value, which yields the

best results for all of the current flow conditions, was

then chosen. The final values for the coefficients were

determined to be

Wake entrainment: CWE ¼ 0:002;
Random collision: CRC ¼ 0:004; C ¼ 3:0; amax ¼
0:75;
Turbulent impact: CTI ¼ 0:085; Wecr ¼ 6:0.

Here, the maximum packing limit is based on the hex-

agonal-closed-packed bubble distribution, assumed in

modeling the RC mechanism [10].

3.3. Evaluation results

The results of the model evaluation for all of the

present experimental conditions are shown in Fig. 5. In

the figure, the axial development of interfacial area

predicted by the model and the experimental data are

plotted for each flow condition. The solid lines and the

symbols depict the model predictions and the experi-

mental data, respectively. So as not to hamper the clarity

of Fig. 5(a) and (b), the experimental error is only

depicted in Fig. 5(c). However, for all runs the error is

estimated to be �10%.
As shown in Fig. 5, overall agreement between the

model and the data is within the measurement error of

Fig. 3. Schematic diagram of the experimental loop.

Fig. 4. The experimental flow conditions. The flow regime

transition line is given by Mishima and Ishii [14].
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approximately �10%. Most disagreement was observed
in conditions approaching the transition to slug flow,

such as Runs 2-10 and 2-11. In these runs, occasional

cap bubbles were noted. Therefore, the discrepancy most

Fig. 5. Evaluation of the model with experimental data. (a) Data obtained in 2.54 cm ID pipe. (b) Data obtained in 5.08 cm ID pipe.

(c) Data obtained in 10.16 cm ID pipe (error bar �10%).
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likely stems from the fact that the one-group model does

not account for transport behavior of the cap bubble

group, suggesting that a two-group formulation is nec-

essary to adequately predict the transition to slug flow.

The deviation from the model prediction is most

significant in the data obtained in the 10.16 cm ID pipe

as shown in Fig. 5(c). However, in the large diameter

pipe, the bubbles had a larger component of velocity in

the transverse direction and some local re-circulation

patterns were also observed. Such re-circulation phe-

nomenon was most severe near the exit of the test sec-

tion, where the flow was diverted into a horizontal

section before the accumulating tank. These flow pat-

terns are not accounted for either in the one-dimensional

model or in the local probe application. Hence, it is

believed that such shortcomings limit the accuracy in

both model prediction and the experimental data. A

more extensive database for the large diameter pipe

flows is needed for sensible analysis on the model.

Nevertheless, the overall agreement between the model

predictions and the data taken in various sizes of pipes

are quite acceptable.

Fig. 6(a) and (b) depict the contributions from in-

dividual source and sink mechanisms to the total change

in ai in the 2.54 and 5.08 cm ID pipes, respectively. In

both runs, bubble expansion due to the pressure gradient

along the pipe (XP) and the RCmechanism dominate the

overall change in ai. Furthermore, for these conditions
the interactions due toWE is found to be relatively weak,

whereas the TI source term begins to have some effect in

Run 2-6 at axial levels greater than 1.4 m.

4. Framework of the two-group interfacial area transport

equation

Section 3 alluded to the fact that in order to model the

interfacial transport phenomena of fluid particles in all

two-phase flow regimes, the effects due to the differences

in bubble size and shape should be carefully considered.

These include more mechanistic modeling efforts on ad-

ditional bubble interaction mechanisms and consider-

ations on interactions between the bubbles of different

shapes and sizes. Therefore, two transport equations for

two different groups of bubbles should be sought. The

group 1 transport equation describes the transport phe-

nomenaof small-dispersedanddistortedbubbles,whereas

the group 2 transport equation describes the transport

phenomena of cap/slug/churn-turbulent bubbles.

The theoretical approach in developing the two-

group particle number transport equation can be es-

tablished by defining the critical bubble volume by

which the bubble group is determined, such that

on1
ot

þr � ðn1vpm1Þ

¼ �fcVc
_VV
V

 !
þ
X
j

Rj1 þ Rph1 : Group 1; ð56Þ

on2
ot

þr � ðn2vpm2Þ

¼ fcVc
_VV
V

 !
þ
X
j

Rj2 þ Rph2 : Group 2; ð57Þ

Fig. 6. Contribution of individual bubble interaction mechanisms to total change in ai. (a) Run 1-12: jg ¼ 0:702 m=s and

jf ¼ 3:49 m=s in a round pipe of 2.54 cm ID. (b) Run 2-6: jg ¼ 0:506 m=s and jf ¼ 2336 m=s in a round pipe of 5.08 cm ID.

3120 M. Ishii et al. / International Journal of Heat and Mass Transfer 45 (2002) 3111–3123



where Vc is the critical bubble volume defined by the
maximum distorted bubble limit given by Ishii and

Zuber [17] as

Ddmax ¼ 4
ffiffiffiffiffiffiffiffiffi
r

gDq

r
; ð58Þ

over which the bubble becomes cap in shape. Hence, the

interfacial area transport equation can be readily ob-

tained as

oai1
ot

þr � ðai1vi1Þ þ
Z Vc

Vmin

Ai
o

oV
f
dV
dt

� �� �
dV

¼
Z Vc

Vmin

X
j

Sj

"
þ Sph

#
Ai dV : Group 1; ð59Þ

oai2
ot

þr � ðai2vi2Þ þ
Z Vmax

Vc

Ai
o

oV
f
dV
dt

� �� �
dV

¼
Z Vmax

Vc

X
j

SjAi dV : Group 2: ð60Þ

Furthermore, the closure relations for the two-group ai
transport equation can be given such that

Z Vmax

Vmin

X
j

Sj dV ¼ Rj and

Z Vmax

Vmin

X
j

AiSj dV ¼ /j; ð61Þ

/j ¼ RjDAi and /ph ¼ RphpD2bc; ð62Þ

n ¼ w
a3i
a2

; where w ¼ 1

36p
Dsm
De

� �3
; ð63Þ

a ¼ a1 þ a2; ð64Þ

aik ¼ nk�AAik ; ð65Þ

Cg ¼ Cg1 þ Cg2; ð66Þ

and

vg ¼
a1vg1 þ a2vg2

a1 þ a2
: ð67Þ

Here, in solving the two-group transport equation with

the closure relations given through Eqs. (61)–(67), the

gas-phase continuity equations for group 1 and group 2

bubbles should be employed. In specifying the gas-phase

velocities for the two groups of bubbles, however, the

drift flux model can be employed in conjunction with

the experimental measurements instead of employing the

momentum equation.

The major challenge in developing the two-group

transport equation arises from the complicated bubble

transport phenomena and their interactions. With the

introduction of another bubble group, additional source

and sink terms specific to the larger bubble group, as

well as inter-group interactions must be modeled. For

instance, the source terms for the larger bubbles should

include the shearing off of small bubbles at the rim of

large bubbles (SO) and the break-up due to surface in-

stability (SI). Moreover, some interaction mechanisms

will apply to both groups and may require modifications

to Eqs. (51)–(53). Since the sink terms of one group may

prove to be the source terms of the other, these inter-

group mechanisms will have to be developed in con-

cert with both groups, adding to the complexity of the

development process. The pictorial representation of

the major two-group interaction mechanisms, and the

summary of all the intra- and inter-group mechanisms to

be considered are presented in Fig. 7 and Table 1, re-

spectively.

5. Summary and conclusions

The two-fluid model considers each phase separately

in terms of two sets of conservation equations. Such

separate treatment of the two phases and detailed con-

siderations of phase interactions allow the two-fluid

model describe the two-phase flow system most accu-

rately among available models. In the two-fluid model,

however, since the averaged macroscopic fields of each

phase are not independent of each other, interaction

terms arise. These interaction terms couple the transport

of mass, momentum, and energy of each phase across

the interfaces as source terms, expressed as a function of

interfacial area concentration, ai, and the driving flux.
Currently, static flow regime maps and associated tran-

sition criteria are utilized to characterize the interfacial

transfer terms. Improving the formulation of these terms

represents the best opportunity to enhance the capability

of the two-fluid model. To improve the treatment of

interfacial structure with an aim of enhancing the two-

fluid model, a one-group interfacial area transport

equation was developed, which dynamically predicts the

axial variations in interfacial area concentration. In

conjunction with the theoretical efforts, detailed bench-

mark experiments were performed for adiabatic air–

water bubbly flow in round tubes of three different flow

areas. In all of the evaluation studies, the model agreed

well with the experimental data within the measurement

error of �10%. The characteristic contributions from
individual interaction mechanisms in total change of

interfacial area concentration are also demonstrated.

Also presented are some fundamental considerations in

the development of two-group interfacial area transport

equation in view of interfacial area transport of various

bubbles in wider two-phase flow regimes.
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Table 1

Summary of inter- and intra-group interaction mechanisms and their contributions

Notation Mechanisms Contribution Remarks

Rð1Þ
TI Turbulent disintegration ð1Þ ) ð1Þ þ ð1Þ Source in 1

Rð2;11Þ
TI Turbulent disintegration ð2Þ ) ð1Þ þ ð1Þ Source in 1

Sink in 2

Rð2;12Þ
TI Turbulent disintegration ð2Þ ) ð1Þ þ ð2Þ Source in 1

Sink in 2 (No number change)

Rð2Þ
TI Turbulent disintegration ð2Þ ) ð2Þ þ ð2Þ Source in 2

Rð1Þ
RC Random collision ð1Þ ) ð1Þ Sink in 1

Rð11;2Þ
RC Random collision ð1Þ þ ð1Þ ) ð2Þ Sink in 1

Source in 2

Rð12;2Þ
RC Random collision ð1Þ þ ð2Þ ) ð2Þ Sink in 1

Source in 2 (No number change)

Rð2Þ
RC Random collision ð2Þ þ ð2Þ ) ð2Þ Sink in 2

Rð1Þ
WE Wake entrainment ð1Þ ) ð1Þ Sink in 1

Rð11;2Þ
WE Wake entrainment ð1Þ þ ð1Þ ) ð2Þ Sink in 1

Source in 2

Rð12;2Þ
WE Wake entrainment ð1Þ þ ð2Þ ) ð2Þ Sink in 1

Source in 2 (No number change)

Rð2Þ
WE Wake entrainment ð2Þ þ ð2Þ ) ð2Þ Sink in 2

Rð2;1Þ
SO Shearing-off ð2Þ ) ð2Þ þ Nð1Þ Source in 1 (Multiple number)

Sink in 2 (No number change)

Rð2Þ
SI Surface instability ð2Þ ) ð2Þ þ ð2Þ Source in 2

In the notation column, the superscripts in the parenthesis represent the group numbers of the interacting and the resulting bubbles,

respectively. Single superscript implies that the interaction is within the given group, i.e., intra-group interaction.

Fig. 7. Schematic illustrations of two-group bubble interaction.
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